Origins of a Relatively Tight Lower Bound on Anthropogenic Aerosol Radiative Forcing from Bayesian Analysis of Historical Observations
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ABSTRACT: A variety of empirical estimates have been published for the lower bounds on aerosol radiative forcing, clustered around $-1.0$ or $-2.0$ W m$^{-2}$. The reasons for obtaining such different constraints are not well understood. In this study, we explore bounds on aerosol radiative forcing using a Bayesian model of aerosol forcing and Earth’s multi-time-scale temperature response to radiative forcing. We first demonstrate the ability of a simple aerosol model to emulate aerosol radiative forcing simulated by 10 general circulation models. A joint inference of climate sensitivity and effective aerosol forcing from historical surface temperatures is then made over 1850–2019. We obtain a maximum likelihood estimate of aerosol radiative forcing of $-0.85$ W m$^{-2}$ (5%–95% credible interval from $-1.3$ to $-0.50$ W m$^{-2}$) for 2010–19 relative to 1750 and an equilibrium climate sensitivity of 3.4°C (5%–95% credible interval from 1.8° to 6.1°C). The wide range of climate sensitivity reflects difficulty in empirically constraining long-term responses using historical temperatures, as noted elsewhere. A relatively tight bound on aerosol forcing is nonetheless obtained from the structure of temperature and aerosol precursor emissions and, particularly, from the rapid growth in emissions between 1950 and 1980. Obtaining a 5th percentile lower bound on aerosol forcing around $-2.0$ W m$^{-2}$ requires prescribing internal climate variance that is a factor of 5 larger than the CMIP6 mean and assuming large, correlated errors in global temperature observations. Ocean heat uptake observations may further constrain aerosol radiative forcing but require a better understanding of the relationship between time-variable radiative feedbacks and radiative forcing.
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1. Introduction

Historical aerosol forcing is a major source of uncertainty in Earth’s energy budget, with attendant consequences for observation-based estimates of the transient climate response (TCR) and equilibrium climate sensitivity (ECS) (Andreae et al. 2005; Otto et al. 2013; Forster 2016; Knutti et al. 2017). The most recent comprehensive review of anthropogenic aerosol radiative forcing $F_{aer}$ indicates a 5%–95% confidence interval from $-2.0$ to $-0.40$ W m$^{-2}$ relative to a preindustrial baseline (Bellouin et al. 2020, sections 10 and 11 therein). This range of $F_{aer}$ is broadly consistent with the previous range from $-1.9$ to $-0.1$ W m$^{-2}$ of the Fifth Assessment Report of the Intergovernmental Panel on Climate Change (IPCC AR5; Myhre et al. 2013). The magnitude of $F_{aer}$ is inferred from both process-based constraints and empirical constraints over the historical climate record. Process-based constraints alone, however, yield a broad 5%–95% range from $-3.5$ to $-0.40$ W m$^{-2}$ (Bellouin et al. 2020), and our focus is understanding empirical constraints on the lower bound of $F_{aer}$.

Empirical lower bounds on $F_{aer}$ are based on the inference that more negative values would imply temperature trends over parts of the twentieth century that are inconsistent with observed warming (Bellouin et al. 2020). Specific lower bounds, however, vary across studies. In one set of studies, lower bounds cluster in the range from $-1.8$ to $-1.7$ W m$^{-2}$ (Aldrin et al. 2012; Skeie et al. 2014, 2018), and, in another, in the range from $-1.3$ to $-0.70$ W m$^{-2}$ (Andronova and Schlesinger 2001; Forest et al. 2006, 2008; Murphy et al. 2009; Libardoni and Forest 2011; Stevens 2015). The origins of these discrepant estimates of $F_{aer}$ are not entirely clear, particularly given that the frameworks make similar assumptions regarding simplified aerosol forcing and climate response models and employ similar sampling techniques. Differences, however, may stem from multiple sources, including the formulation of the forward model, sensitivity to prior distributions, choice of global or regional historical observations, interval of analysis, representation of observational error and internal climate variability, uncertainty associated with forcing efficacy, and assumptions regarding how ocean heat content observations constrain estimates (Annan 2015; Bodman and Jones 2016; Forest 2018).

In this study we examine lower bounds on $F_{aer}$, using estimates of global-anual historical radiative forcing and surface temperature since 1850 and simple models of aerosol forcing and of the temperature response to forcing. We first present a flexible Bayesian model formulation in section 2. In section 3 we describe the inference of a $-1.3$ W m$^{-2}$ lower bound on 2010–19 $F_{aer}$, and in section 4 we explore the origin of these constraints, along with prospects for further constraints based upon ocean heat uptake. Given its focus on drawing physical insight from simple models, our study can be considered to occupy a rung on the hierarchical approach to climate science (Hoskins 1983; Held 2005; Polvani et al. 2017), complementing
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analyses from more comprehensive models (Pincus et al. 2016; Kretschmar et al. 2017).

2. Bayesian model

We use a model that is an extension of the linear response framework of Proistosescu and Huybers (2017). This simple framework uses temporal Green’s functions to represent the response of global-mean surface temperature and net heat uptake to an imposed radiative forcing. The model is able to emulate the joint evolution of global-average surface temperature and net heat uptake across an ensemble of general circulation models (GCMs) runs from phase 5 of the Coupled Model Intercomparison Project (CMIP5). Here we extend the model to represent the radiative forcing associated with anthropogenic aerosol and volcanic emissions in greater detail.

Some previous studies have used regionally resolved simple models to bound climate sensitivity and $F_{\text{aec}}$ (e.g., Andronova and Schlesinger 2001; Forest et al. 2002; Skeie et al. 2014). Although using regional temperature and heat uptake trends makes use of more information, it also engenders considerable complexity that is not easily accounted for. For example, hemispheric energy balance constraints ignore variations in cross-equatorial heat transport (Skeie et al. 2014; Bellouin et al. 2020), whereas models with constant hemispheric- or zonal-mean feedbacks are unlikely to reproduce the time dependence of the net radiative feedback that is thought to be primarily controlled by east–west equatorial temperature gradients (Dong et al. 2019). Furthermore, inferences of $F_{\text{aec}}$ and climate sensitivity were found to be sensitive to regional differences in surface temperature observational estimates (Libardoni and Forest 2011, 2013), and regional uncertainties in surface temperatures since 1850 are not yet fully quantified (Chan and Huybers 2019; Davis et al. 2019).

a. Modeled and observed temperatures

Over the historical record, the temperature response to radiative forcing is well captured by linear models (e.g., Hasselmann et al. 1993; Held et al. 2010; Geoffroy et al. 2013; Caldeira and Myhrvold 2013; Tsutsui 2017; Cummins et al. 2020; Leach et al. 2021).

We assume that the difference between observed global-annual historical temperatures $T_{\text{obs}}$ and the forced temperature response $T_{\text{forced}}$ is due to a combination of observational uncertainty and unforced internal variability. The difference between observations and the forced response is modeled as a multivariate Gaussian,

$$ P(T_{\text{forced}} - T_{\text{obs}}) \sim N(0, \Sigma^2), $$

with the covariance matrix $\Sigma$ representing both internal variability and observational error:

$$ \Sigma^2 = \rho^{\text{var}} \sigma_0^2 + \delta^{\text{int}} \sigma_{\text{obs}}^2. $$

Internal variability, the first term on the right-hand side of Eq. (3), is represented as a first-order autoregressive, or AR1, process with autocorrelation coefficient $\rho$ in keeping with earlier studies (e.g., Frankignoul and Hasselmann 1977; Feldstein 2000; Aldrin et al. 2012; Johansson et al. 2015). Observational uncertainty is represented as uncorrelated error by the second term on the right-hand side of Eq. (3), with $\delta_{ij}$ equaling 1 when $i$ equals $j$ and 0 otherwise.

We estimate the distribution of internal climate variability using 39 CMIP6 preindustrial control simulations of detrended global-mean temperature, wherein each time series is the last 400 years of the control run (Parsons et al. 2020). Internal variability is estimated as $\sigma_{\text{int}}^2 = 0.019 \pm 0.011 \text{C}^2$, with values equaling the mean and standard deviation across these 39 simulations. Following Schneider and Neumaier (2001), we estimate an AR1 coefficient, $\rho = 0.57 \pm 0.16$. By way of comparison, 41 CMIP5 control simulations (Taylor et al. 2011) yield $\sigma_{\text{int}}^2 = 0.017 \pm 0.014 \text{C}^2$ and $\rho = 0.55 \pm 0.18$. Similarly, for the 40-member Community Earth System Model version 1 Large Ensemble (CESM1 LE) (Kay et al. 2015), we obtain $\sigma_{\text{int}}^2 = 0.010 \pm 0.0019 \text{C}^2$ and $\rho = 0.46 \pm 0.07$. Because the CESM1 LE includes only forced runs, we use the ensemble mean of global-annual surface temperatures as the forced component and attribute ensemble spread to internal variability. We specify $\rho$ as a free parameter in the inversion and use these results as a point of comparison because the appropriate value is not obvious (Bodman and Jones 2016). In our inversion, we set the variance associated with internal variability equal to the CMIP6 ensemble mean, $\sigma_{\text{int}}^2 = 0.019 \text{C}^2$. Allowing for larger internal variability by employing the CMIP6 mean, rather than the CMIP5 or CESM1 LE mean, provides a more conservative estimate of the constraints placed on aerosol forcing by historical temperatures.

For historical temperature observations we use a version of the HadCRUT4 dataset developed by Cowtan and Way (2014) that they refer to as version 2.0. Temperature data span 1850–2019 and are referenced to a 1960–90 baseline. We use time-variable values for $\sigma_{\text{obs}}^2$, squaring the standard deviation estimated by
Cowtan and Way (2014), which decreases from 0.07°C in 1850 to 0.03°C in 2019. Using NOAA temperature observations and error estimates (Zhang et al. 2019) yields qualitatively similar results, which is unsurprising given the agreement of different temperature products in the global average. Accounting for correlated error structures within observational estimates (Morice et al. 2012; Karl et al. 2015; Cowtan et al. 2015; Chan et al. 2019; Davis et al. 2019) would increase the influence of observational error, and we discuss this possibility further in section 4c.

b. Anthropogenic aerosol forcing model

We follow Stevens (2015) in representing aerosol radiative forcing as a log-linear function of global-annual anthropogenic aerosol precursor emissions. We, however, extend the Stevens (2015) model to include not only SO2 emissions, but also contributions from black carbon, B, and organic carbon, O, in units of Tg of each per year:

\[ F_{\text{aer}} = \alpha_{SO_2} SO_2(t) + \alpha_B B(t) + \alpha_O O(t) + \beta \ln \left[ 1 + \frac{SO_2(t)}{S_o} + \frac{B(t)}{B_o} + \frac{O(t)}{O_o} \right]. \]  

(4)

The first three terms on the right-hand side represent the direct effects of aerosol–radiation interactions, wherein sulfur dioxide and organic carbon are expected to have a cooling effect, whereas black carbon could have a warming effect (Penner et al. 1994; Chylek and Wong 1995).

The last term represents aerosol–cloud interactions, defined here as the first indirect, or Twomey, effect (Twomey 1977). This logarithmic term follows Charlson et al. (1992), yet is a more simplified term given the complex processes underlying aerosol–cloud interactions (Boucher et al. 2013). Whereas the aerosol direct effect is proportional to atmospheric aerosol burden, assumed to follow linearly from SO2, B, and O, the indirect effect of cloud brightening involves the ratios of SO2 to the natural aerosol background, \( S_o \), and the sum of B and O to their natural aerosol background, \( B_o \) and \( O_o \), and is represented as becoming saturated (Twomey 1977; Wigley and Raper 1992; Boucher and Pham 2002). A further rationale for the functional form of Eq. (4) is provided in Stevens (2015, appendices A and B therein). For global-annual SO2, B, and O emissions, we employ the most recent estimate from O’Rourke et al. (2021), although using estimates from Hoelsly et al. (2018) or Smith et al. (2011) gives qualitatively similar results for the period of overlap.

Equation (4) permits for more detail than empirical studies that have rescaled IPCC AR4 or AR5 aerosol effective radiative forcing (e.g., Padilla et al. 2011; Aldrin et al. 2012; Schwartz 2018), yet still involves potentially consequential simplifications. For example, we neglect nonsulfate and non-carbonaceous precursor emissions, such as nitrate emissions, which could impact aerosol radiative forcing (e.g., Bellouin et al. 2011; Hauglustaine et al. 2014). Further, rapid tropospheric adjustments, such as the cloud lifetime effect, are potentially important (Albrecht 1989), though uncertain (Stevens and Feingold 2009; Gettelman 2015; Malavelle et al. 2017).

Finally, aerosol forcing is found to be sensitive to emission location in some studies (Zhang et al. 2016; Gettelman and Sherwood 2016; Persad and Caldeira 2019) but insensitive in others (e.g., Fiedler et al. 2019).

To check whether Eq. (4) adequately represents historic variations in aerosol radiative forcing, we fit it to the effective aerosol radiative forcing from 10 CMIP6 models participating in the Radiative Forcing Model Intercomparison Project (RFMIP) and Aerosols and Chemistry Model Intercomparison Project (AerChemMIP) (Pincus et al. 2016). Figure 1 shows the least squares fit of Eq. (4) to these RFMIP and AerChemMIP simulations. After applying a 5-yr smoothing to the effective aerosol radiative forcing, the standard deviation across models is 0.43 W m\(^{-2}\) over 1850–2014. Over this interval, the root-mean-square residual between each model and the least squares fit of Eq. (4) has a mean value of 0.09 W m\(^{-2}\), ranging from 0.07 to 0.14 W m\(^{-2}\). If using solely SO2, the root-mean-square residual is slightly larger, with a mean of 0.13 W m\(^{-2}\), demonstrating that the inclusion of black and organic carbon improves the simple model fit. This small residual suggests that Eq. (4) affords sufficient flexibility to emulate the magnitude and temporal evolution of aerosol radiative forcing generated by more sophisticated models. That is, contributions to global-scale aerosol radiative forcing from nonsulfate and non-carbonaceous aerosols, rapid tropospheric adjustments, and spatial variability in aerosol emissions, as simulated in sophisticated models, can largely be absorbed by appropriate fitting of Eq. (4).

c. Net radiative forcing

To obtain net radiative forcing \( F_{\text{aer}} \), we sum time series of \( F_{\text{aer}} \) with nonaerosol effective radiative forcing from Smith et al. (2021), which overlap with observed temperatures from 1850 to 2019. These nonaerosol effective radiative forcing time series are updated AR5 time series that are extended to 2019 using the SSP2.45 scenario (Smith et al. 2021). Nonaerosol forcing agents include long-lived greenhouse gases, tropospheric and stratospheric ozone, land-use change, black carbon on snow, contrails, solar variability, and stratospheric water vapor. These terms together contribute a net positive forcing over the historical period. We address uncertainties in non-aerosol forcing by including a scaling parameter \( \gamma_p \). We note that greater forcing uncertainty was estimated in AR5 for methane (e.g., Etminan et al. 2016; Hoelsly et al. 2018) and solar forcing (e.g., Dudok de Wit et al. 2017). Persisting uncertainty in these nonaerosol forcing terms in the updated forcing data, insomuch as they allow for positive trends, is expected to shift the inferred lower bound on \( F_{\text{aer}} \) to more negative values (Stevens 2018).

Volcanic forcing is also taken from Smith et al. (2021), but it is important to account for the fact that the temperature response to volcanic forcing appears to be damped relative to the temperature response to other forcing. That is, volcanic forcing appears to have a forcing efficacy less than one (Meinshausen et al. 2011; Marvel et al. 2016; Ceppi and Gregory 2019). We admit for uncertainty in the efficacy of volcanic forcing by introducing a scaling parameter \( \gamma_v \). Although our focus is on anthropogenic aerosol forcing, we account for uncertainties in volcanic aerosol forcing because of the possibility that it trades off against \( F_{\text{aer}} \). In another approach, Stevens (2015) focused...
on the early record before 1950 as a period of relatively quiescent volcanism in order to separate $F_{\text{a}}$ from volcanic forcing. Such a time-limited approach is discussed in section 4a.

d. Bayesian priors and inversion

Our Bayesian model comprises 16 parameters: 6 associated with aerosol radiative forcing in Eq. (4), 3 associated with nonaerosol radiative forcing variance and the autocorrelation of internal variability, and 7 further temperature response parameters from Eq. (1). Note that the three temperature eigenmode weights $a_n$ are constrained to sum to one, such that it is only necessary to invert for two eigenmode weights. We collectively refer to these 16 parameters as $u$.

Table 1 summarizes the prior distribution specified for each parameter. Volcanic forcing efficacy $g_v$ is assigned a uniform prior from 0 to 1, consistent with findings of lower efficacy than for CO$_2$ (e.g., Meinshausen et al. 2011; Marvel et al. 2016; Gregory et al. 2016). For nonaerosol, nonvolcanic forcing efficacy $g_p$, we assign a normal prior with mean of 1 and standard deviation 0.2. Equilibrium climate sensitivity $T_{2\times}$ is assigned a broad uniform prior from 1$^\circ$ to 10$^\circ$C (Sherwood et al. 2010). The AR1 coefficient for internal variability, $r$, is specified as uniform from 0 to 1. Priors for $\tau_n$ and $a_n$ are normal distributions with mean and standard deviation taken from Proistosescu and Huybers (2017). For adjusted forcing to a doubling of carbon dioxide $F_{2\times}$, we follow Sherwood et al. (2020) normal prior with a mean of 4.0 W m$^{-2}$ and standard deviation of 0.3 W m$^{-2}$.

There exist large and long-standing uncertainties associated with aerosol–radiation interactions (e.g., Bellouin et al. 2013; Su et al. 2013; Samset et al. 2014) and aerosol–cloud interactions (e.g., Carslaw et al. 2013; Gettelman 2015; Seinfeld et al. 2016; Feingold et al. 2016). The natural aerosol background parameters, $S_0$ and $B_0 + O_0$, are also uncertain (e.g., Carslaw et al. 2010; McCoy et al. 2015), despite their being fixed in previous analyses (e.g., Andronova and Schlesinger 2001; Aldrin et al. 2012; Skeie et al. 2014). Furthermore, to avoid circular reasoning (Rodhe et al. 2000; Anderson et al. 2003), the aerosol forcing prior should not be informed by temperature trends. Accordingly, we assume broad and uniform priors for the six aerosol parameters in Eq. (4) (see Table 1) that are only weakly informative in assuming a uniform distribution from $-12$ to 0 W m$^{-2}$. The prior constraint that $F_{\text{a}}$ is negative comes from process-based models (Bellouin et al. 2020). In comparison, Stevens (2015) bounded Eq. (4) such that present-day aerosol forcing varied between $-1.5$ and 0 W m$^{-2}$. Other analyses have also been found to be sensitive to the choice of prior (Frame et al. 2005; Hegerl et al. 2006; Annan 2015).

Following Bayes’s rule, we invert for the joint posterior distribution of our 16 parameters $\theta$,

$$P(\theta|T_{\text{obs}}) \propto P(T_{\text{obs}}|\theta)P(\theta).$$

where the likelihood $P(T_{\text{obs}}|\theta)$ is formulated based on the multivariate Gaussian distribution of the difference between observed temperature and the forced response of our model:
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**Fig. 1.** Fits of Eq. (4) to time histories of aerosol forcing from 10 CMIP6 models participating in the Radiative Forcing Model Intercomparison Project (RFMIP) and Aerosols and Chemistry Model Intercomparison Project (AerChemMIP). Points are 5-yr smoothed values of aerosol forcing anomalies. For RFMIP simulations we calculate aerosol forcing anomalies as the difference of the piClim-Histaer and piClim-control experiments, and for AerChemMIP simulations we calculate anomalies using the histSST experiment relative to the histSST-piAer control experiment. The solid line is the least squares fit of Eq. (4) to each CMIP6 model simulation. Best fits suggest that the highly simplified aerosol model we use can approximate the evolution of historical effective aerosol radiative forcing from more sophisticated models. Furthermore, the parametric uncertainty represented in our Bayesian framework reflects model uncertainty associated with Eq. (4).
Table 1. Model specification for the baseline inversion using temperature and forcing data from 1850 to 2019. Listed are posterior maximum likelihood estimates (MLE), the associated 5%–95% credible intervals (c.i.), and prior distributions for aerosol forcing parameters (αSO₂, αT, αO, β, S₀, and B₀ + O₀), volcanic efficacy (γᵥ), nonaerosol forcing efficacy (γₑ), the AR1 coefficient of internal variability (ρ), and temperature response parameters (Tₑ, τ₁, τ₂, τ₃, a₁, a₂, and Fₑ₂). We also report the net aerosol forcing (Fₑ aer), aerosol direct (Fₑ aer,d), and aerosol indirect (Fₑ aer,i) effects that are calculated from Eq. (4); the joint posterior distributions of aerosol parameters; and SO₂, B, and O time series, as described in section 2b. Aerosol forcing values are for the 2010–19 interval, with values for the 2000–10 interval given in parentheses. The parameter αSO₂ has units of W m⁻² (Tg SO₂ yr⁻¹)⁻¹ and is multiplied by 10⁷ in the table. Similarly, parameters αT and αO have units of W m⁻² (Tg B yr⁻¹)⁻¹ and W m⁻² (Tg O yr⁻¹)⁻¹, respectively, and are multiplied by 10⁷. Columns μ and σ are the mean and standard deviation of normal prior distributions.

<table>
<thead>
<tr>
<th>Units</th>
<th>MLE</th>
<th>5% c.i.</th>
<th>95% c.i.</th>
<th>Prior distribution</th>
<th>Range</th>
<th>μ</th>
<th>σ</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>See caption</td>
<td>−2.8</td>
<td>−5.5</td>
<td>−0.37</td>
<td>Uniform</td>
<td>−50</td>
<td>0</td>
</tr>
<tr>
<td>αSO₂</td>
<td></td>
<td>7</td>
<td>0.39</td>
<td>21</td>
<td>Uniform</td>
<td>−50</td>
<td>50</td>
</tr>
<tr>
<td>αT</td>
<td>See caption</td>
<td>−16</td>
<td>−36</td>
<td>−8.5</td>
<td>Uniform</td>
<td>−50</td>
<td>50</td>
</tr>
<tr>
<td>β</td>
<td>W m⁻²</td>
<td>−0.45</td>
<td>−0.80</td>
<td>−0.039</td>
<td>Uniform</td>
<td>−3</td>
<td>0</td>
</tr>
<tr>
<td>S₀</td>
<td>Tg SO₂</td>
<td>97</td>
<td>35</td>
<td>144</td>
<td>Uniform</td>
<td>10</td>
<td>200</td>
</tr>
<tr>
<td>B₀ + O₀</td>
<td>Tg B + O</td>
<td>31</td>
<td>5.4</td>
<td>57</td>
<td>Uniform</td>
<td>10</td>
<td>60</td>
</tr>
<tr>
<td>ρ</td>
<td>°C</td>
<td>0.70</td>
<td>0.59</td>
<td>0.77</td>
<td>Uniform</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>τ₁</td>
<td>yr</td>
<td>0.67</td>
<td>0.30</td>
<td>1.1</td>
<td>Normal</td>
<td>0.7</td>
<td>0.25</td>
</tr>
<tr>
<td>τ₂</td>
<td>yr</td>
<td>12</td>
<td>4.9</td>
<td>21</td>
<td>Normal</td>
<td>9</td>
<td>7</td>
</tr>
<tr>
<td>τ₃</td>
<td>yr</td>
<td>352</td>
<td>221</td>
<td>482</td>
<td>Normal</td>
<td>354</td>
<td>80</td>
</tr>
<tr>
<td>a₁</td>
<td></td>
<td>0.20</td>
<td>0.069</td>
<td>0.38</td>
<td>Normal</td>
<td>0.24</td>
<td>0.15</td>
</tr>
<tr>
<td>a₂</td>
<td></td>
<td>0.38</td>
<td>0.12</td>
<td>0.57</td>
<td>Normal</td>
<td>0.32</td>
<td>0.15</td>
</tr>
<tr>
<td>Fₑ₂</td>
<td>W m⁻²</td>
<td>4.0</td>
<td>3.5</td>
<td>4.5</td>
<td>Normal</td>
<td>4.0</td>
<td>0.3</td>
</tr>
<tr>
<td>Fₑ aer</td>
<td>W m⁻²</td>
<td>−0.85</td>
<td>−0.95</td>
<td>−1.3</td>
<td>Uniform</td>
<td>−12</td>
<td>0</td>
</tr>
<tr>
<td>Fₑ aer,d</td>
<td>W m⁻²</td>
<td>−0.56</td>
<td>−0.91</td>
<td>−0.16</td>
<td>Uniform</td>
<td>−6</td>
<td>0</td>
</tr>
<tr>
<td>Fₑ aer,i</td>
<td>W m⁻²</td>
<td>−0.45</td>
<td>−0.99</td>
<td>−0.04</td>
<td>Uniform</td>
<td>−6</td>
<td>0</td>
</tr>
</tbody>
</table>

\[ P(T_{obs}|θ) \sim N[T_{fores}(θ), \Sigma(θ)]. \quad (6) \]

Sampling is performed using the Metropolis–Hastings algorithm (Metropolis et al. 1953; Hastings 1970), and we run three chains of one million samples. The first 5000 burn-in samples are discarded for each chain, and the remainder are thinned by a factor of 5 to reduce serial correlation. Results are consistent among chains, indicating that our model is adequately sampled. Reflecting how observed temperatures are represented, model temperatures between 1960 and 1990 are removed from each realization.

3. Results

Table 1 lists the maximum likelihood estimate (MLE) and 5%–95% posterior credible interval ranges for the 16 parameters, θ, as well as ranges for Fₑ aer and aerosol direct and indirect effect forcing. Modeled and observed temperatures fit well, with the posterior 5%–95% posterior credible interval covering 99% of observations (Fig. 2). The credible interval is determined by integrating Eq. (1) using each posterior realization of θ and adding realizations of observational error and internal variability. A mismatch does appear, however, in the form of warmer-than-predicted temperatures observed in the early 1940s. This mismatch, noted in other attempts to reproduce surface temperature from forcing (Folland et al. 2018), likely arises because of systematic errors in the observations, given that such a warm anomaly is absent in nearshore land station temperature records (Cowtan et al. 2018) and is absent from sea surface temperature records after correcting for systematic biases associated with engine-room-intake and bucket estimates (Chan and Huybers 2021).

The posterior distribution of Fₑ aer is calculated from the joint posterior distribution of aerosol parameters associated with Eq. (4) (Table 1). The posterior MLE for Fₑ aer between 2000 and 2010, relative to 1750, is −0.95 W m⁻². The lower bound on Fₑ aer is −1.4 W m⁻² using a 5th percentile value or −1.5 W m⁻² using a 1st percentile value. Calculating the lower bound over 2010–19, the posterior MLE for Fₑ aer, again relative to 1750, is −0.85 W m⁻², and its lower bound is −1.3 W m⁻² using a 5th percentile value (Fig. 2c), or −1.4 W m⁻² using a 1st percentile value. The mean aerosol direct effect over 2010–19 is −0.56 W m⁻² (from −0.91 to −0.16 W m⁻² 5%–95% credible interval), and the mean aerosol indirect effect over 2010–19 is −0.45 W m⁻² (from −0.99 to −0.04 W m⁻² 5%–95% credible interval).

a. Origin of lower-bound constraints on anthropogenic aerosol forcing

Setting covariances among the six aerosol forcing parameters in Eq. (4) better constrains the overall range of Fₑ aer than its individual components. The natural sulfate background, Sₒ, for instance, covaries with values of β with a Pearson correlation coefficient of r = 0.32. Thus, whereas a more negative value of Fₑ aer can come about either through a greater indirect effect, β, or smaller natural aerosol background, the combination of these parameters is constrained.
The two direct effect coefficients for carbonaceous aerosols, \( \alpha_B \) and \( \alpha_O \), are anticorrelated, with \( r = -0.82 \). Aerosol direct and indirect effects also trade off in capturing variability in observed temperature trends. Parameters \( \alpha_{SO2} \) and \( \beta \) compensate, with \( r = -0.54 \), as do the aerosol direct and indirect effects, \( r = -0.56 \), in explaining observed temperature trends, such that the model cannot readily distinguish the aerosol direct from indirect effect. The parameter covariance, even in this highly simplified model, highlights the need for uncertainty quantification in higher-dimensional models, as discussed by Lee et al. (2016) and Carslaw et al. (2018).

We find general agreement between the MLE aerosol forcing parameters and the best-fit parameters across the 10 simulations in Fig. 1. The MLE \( \beta \) of 0.45 W m\(^{-2}\) is qualitatively similar to the best-fit \( \beta \) of 0.42 W m\(^{-2}\). Our MLE \( \alpha_{SO2} \) of 2.8 is smaller than the best-fit value of 3.7 W m\(^{-2}\) (Tg SO\(_2\) yr\(^{-1}\))\(^{-1} \times 10^{-3} \), but our MLE \( S_o \) of 97 Tg SO\(_2\) is also slightly smaller than the best-fit value across the simulations of 107 Tg SO\(_2\), such that the overall effect is similar. The 10 simulations diverge on the sign and magnitude of the best-fit direct effect parameters for black and organic carbon, \( \alpha_B \) and \( \alpha_O \), consistent with the notion that the direct effect parameters trade-off in capturing observed temperature trends. Note that the Bayesian framework better captures the covariance among these parameters than does the least squares fit used earlier for purposes of initial characterization.

Posterior constraints on the volcanic forcing efficacy parameter \( \gamma \), give a MLE value of 0.72 and a 5%–95% posterior credible interval of 0.59–0.97, indicating that the efficacy of volcanic forcing for producing a temperature response is less than that of carbon dioxide forcing. Previous estimates of volcanic efficacy range from 0.5 to 0.7 (e.g., Chylek et al. 2020; Marvel et al. 2016), consistent with our estimate, although these values were for AR5 volcanic forcing data. Performing our inversion with AR5 forcing data produces a MLE volcanic efficacy parameter of 0.67. Lehner et al. (2016), however, suggest that it is premature to infer that volcanic forcing has reduced efficacy because of the coincidence of volcanic eruptions and El Niño events over the twentieth century. A more detailed study of volcanism, El Niño events, and internal climate variability, possibly using this same framework, could be pursued in future work.

Perhaps surprisingly, \( \gamma \) does not substantially contribute to uncertainty in \( F_{aer} \). The magnitude of \( F_{aer} \) and the volcanic forcing efficacy are weakly correlated (\( r = -0.10 \)). This lack of correlation despite both terms being negative forcing reflects that volcanic forcing tends to decay more rapidly and shows little temporal covariance with trends in \( F_{aer} \). Conditional on the 5% aerosol forcing lower bound, the MLE of \( \gamma \) is 0.71, with a similar posterior distribution to the posterior distribution that is not conditioned on 5% aerosol forcing. These results suggest that it is less essential to subset time periods associated with low volcanic activity in order to isolate \( F_{aer} \), at least when all terms are cointegrated within a Bayesian framework.

Unlike for volcanic forcing, we find that uncertainty in the efficacy of nonaerosol forcing \( \gamma_{p} \), relative to values in Smith et al. (2021), is an important contribution to the uncertainty in \( F_{aer} \). The MLE of \( \gamma_{p} \) is 1.01 with a 5%–95% posterior credible interval of 0.75–1.3. Conditional on the 5th percentile of \( F_{aer} \), the MLE of \( \gamma_{p} \) is 1.3, giving the expected result that greater nonaerosol forcing allows for more negative values of \( F_{aer} \). Conversely, if \( \gamma_{p} \) is assigned its MLE of 1.01, the 5th percentile of \( F_{aer} \) is \(-1.1\) W m\(^{-2}\).
For the first-order autoregressive coefficient, $\rho$, we find a MLE value of 0.70 with a 5%–95% credible interval of 0.59–0.77. The MLE value of $\rho$ corresponds to an autocovariance time scale of $\tau = -1/\ln(\rho)$, or 2.5 years, with a 5%–95% credible interval of 1.9–3.8 years. Note that $F_{\text{aer}}$ is only weakly sensitive to the time scale of internal variability, as represented using an AR1 process and drawn from the posterior distribution of $\rho$. If $\rho$ is assigned its MLE value of 0.70, the 5th percentile of the $F_{\text{aer}}$ distribution for 2010–19 is unchanged at $-1.3 \, \text{W m}^{-2}$. The narrow distribution of the autocovariance time scale $\tau$ may reflect that our representation does not capture low-frequency, interdecadal variability. In section 4c we discuss an extension that better accounts for internal variability at longer time scales.

b. Relationship with climate sensitivity

Our MLE climate sensitivity is 3.4°C and has a broad 5%–95% posterior credible interval of 1.8°–6.1°C. The higher mean and upper bound on ECS than in Sherwood et al. (2020) reflects contributions from the long-response time scale, which is almost unrealized in the historical record (Proistosescu and Huybers 2017). The loading on each eigenmode equals $a_n$ times ECS and has an average that increases from 0.67 ($\tau_1 = 0.67 \, \text{yr}$) to 1.10 ($\tau_2 = 12 \, \text{yr}$) to 1.63°C ($\tau_3 = 352 \, \text{yr}$). The uncertainty on each eigenmode also increases with time scales: standard deviations for the loading on each eigenmode increase from 0.25° to 0.41° to 1.2°C.

Although not the focus of this study, it appears the difference in how informative the transient response is of the equilibrium response helps explain the wide range of foregone upper bounds on climate sensitivity from empirical studies (e.g., Bodman and Jones 2016). Recent work suggests that as SST patterns evolve from their transient to their equilibrium state, they modulate the net radiative feedback, and, thus, the effective climate sensitivity (Andrews et al. 2015). Representing zonal equatorial temperature gradients appears especially important for capturing changes in radiative feedbacks (Dong et al. 2019). The resulting difference between the transient and long-term feedbacks is called a “pattern effect” and needs to be accounted for when inferring ECS from the fast response manifested over the historical record (e.g., Sherwood et al. 2020). Such a pattern effect is generally missing from previous simple models used in inversions of aerosol forcing and climate sensitivity, leading to a strong covariance between the transient and equilibrium feedbacks. In contrast, the pattern effect exhibits a large spread in general circulation models (Andrews et al. 2018) and cannot currently be constrained from the historical climate record (Sherwood et al. 2020).

The Proistosescu and Huybers (2017) model is a general approximation of the leading modes of response that allows for the presence of a pattern effect by allowing for different radiative feedbacks between the fast and slow modes. In this regard, our model appears more flexible than previous box models used for inferring $F_{\text{aer}}$. The three modes can be interpreted as representing time-evolving warming patterns associated with, for example, warming over land on annual time scales, the ocean mixed layer on decadal time scales, and the eventual warming of the deep ocean on centennial time scales. Each mode is assumed to have a different underlying surface temperature pattern and, thus, a different radiative feedback. As the relative loading of each mode changes, so does the SST pattern and the net radiative feedback. The lack of constraints on the long-term feedback and, thus, on the ECS can be understood as a consequence of the fact that this long time scale is almost entirely unrealized in observations.

Previous inverse (e.g., Forest 2018) or coupled model studies (e.g., Andreae et al. 2005; Chylek et al. 2016) found a strong relationship between $F_{\text{aer}}$ and climate sensitivity, whereas Smith et al. (2020) do not find such a relationship in the CMIP6 ensemble. We obtain a correlation between the net forcing and the fast-mode response, here defined as the summed response of the annual and decadal modes, of $r = -0.76$, or between the net forcing and climate sensitivity of $r = -0.52$. The correlation between $F_{\text{aer}}$ and ECS, however, is only $r = 0.01$ on account of uncertainty in the relationship between the fast-mode response and ECS as well as between $F_{\text{aer}}$ and $F_{\text{aer}}$. That said, this low correlation does not fully capture dependencies between $F_{\text{aer}}$ and ECS. Conditioned on the 5th percentile value of the climate sensitivity distribution, the 2010–19 $F_{\text{aer}}$ 5th percentile value is $-1.1 \, \text{W m}^{-2}$, whereas when conditioned on 95th percentile climate sensitivity the 5th percentile of $F_{\text{aer}}$ becomes $-1.3 \, \text{W m}^{-2}$. Figure 3 illustrates how, despite the lack of a linear relationship, the magnitude of $F_{\text{aer}}$ sets the range of other parameters, including the net forcing and the temperature response across different time scales.

4. Discussion

The Bayesian framework allows us to explore how the observational record constrains $F_{\text{aer}}$ and climate sensitivity through quantifying how different processes combine to allow fitting to the data within uncertainties, similar to the “storyline” approach outlined for constraining climate sensitivity in Stevens et al. (2016). We are particularly interested in reconciling our lower bound with more negative estimates (Bellouin et al. 2020) and, thus, examine several modifications that would alter our 2010–19 5th percentile $F_{\text{aer}}$ estimate of $-1.3 \, \text{W m}^{-2}$ to values around $-2.0 \, \text{W m}^{-2}$.

a. Constraining aerosol forcing using pre-1950 data versus the full record

Stevens (2015) used a shorter interval less influenced by volcanic activity and obtained a 2005 $F_{\text{aer}}$ lower bound of $-1.3 \, \text{W m}^{-2}$ when employing global energy balance arguments. If only fitting our model using temperature and forcing from 1850 to 1950, we instead obtain a MLE $F_{\text{aer}}$ of $-1.4 \, \text{W m}^{-2}$ and a 5th percentile lower bound of $-2.0 \, \text{W m}^{-2}$ for the 2000–10 interval. For 2010–19, we obtain a MLE $F_{\text{aer}}$ of $-1.3 \, \text{W m}^{-2}$ and a 5th percentile lower bound of $-1.8 \, \text{W m}^{-2}$.

We illustrate the origin of the more negative bound on $F_{\text{aer}}$ than in Stevens (2015) when only fitting to data before 1950 by sequentially modifying three parameters within our model. First, we used broad priors on the aerosol direct effect parameters, $\alpha_{\text{SO}_2}$, $\alpha_B$, and $\alpha_O$, thus allowing for a more linear relationship between $F_{\text{aer}}$ and precursor emissions, which addresses the particular critique of Stevens (2015) by Kretzschmar et al. (2017).
and Booth et al. (2018) that aerosol forcing could be more linear than logarithmic with emissions. If \( \alpha_{SO2}, \alpha_B, \) and \( \alpha_O \) are fixed at their MLE values, the 5th percentile lower bound on 2000–10 \( F_{\text{aer}} \) becomes \(-1.7 \text{ W m}^{-2} \). Second, we incorporated non-aerosol forcing terms beyond solely long-lived greenhouse gas forcing. Excluding all but these greenhouse gas forcing terms gives a 5th percentile of \( F_{\text{aer}} \) equal to \(-1.6 \text{ W m}^{-2} \). Finally, we allowed for uncertainty in temperature observations and internal variability that, if excluded, yields a 5th percentile bound of \(-1.6 \text{ W m}^{-2} \). Considering these modifications jointly, we can obtain values commensurate with Stevens (2015). Fixing aerosol direct effect parameters at their MLE values, excluding all radiative forcing except that from long-lived greenhouse gases, and excluding uncertainty in temperature observations and internal variability yields a 2000–10 5th percentile aerosol forcing lower bound of \(-1.2 \text{ W m}^{-2} \). This bound is slightly tighter than the Stevens (2015) bound, possibly on account of employing temperature trends rather than comparing net forcing in 1850 and 1950.

Our approach addresses several critiques of the Stevens (2015) framework (Kretzschmar et al. 2017; Booth et al. 2018; Stevens 2018) and indicates that the approach taken by Stevens (2015) gives a larger-magnitude lower bound on aerosol forcing when accounting for additional uncertainties. The fact that our baseline estimate of aerosol radiative forcing is similar to Stevens (2015) is a coincidence whereby greater uncertainties are offset by additional constraints available from considering a longer time series and additional structure in the aerosol emissions and temperature histories.

b. The role of temporal structure in separating forcing from sensitivity

It has been suggested that a primary source of uncertainty in constraining aerosol forcing is compensation between radiative forcing and climate sensitivity in explaining historical temperature trends (Andreae et al. 2005; Kiehl 2007; Knutti et al. 2017). This compensation appears when restricting the analysis prior to the 1950s, but less so afterward. Whereas the anticorrelation between ECS and \( F_{\text{aer}} \) is weak using data from 1850 to 2019 (\( r = -0.01 \)), after restricting to 1850–1950 the anticorrelation increases to \(-0.30 \). Using only pre-1950 data, we obtain a highly uncertain ECS distribution

Fig. 3. Parameter covariance among aerosol forcing \( (F_{\text{aer}}) \), net radiative forcing \( (F_{\text{net}}) \), climate sensitivity (ECS), and the fast-mode temperature response to forcing (annual contributions from \( \alpha_1 \times \text{ECS} \) plus decadal from \( \alpha_2 \times \text{ECS} \)). Binning aerosol forcing by quartiles, shown from the lower quartile (blue) to upper quartile (yellow), illustrates how aerosol forcing influences the permissible range of other terms. The inset shows Pearson correlation coefficients between pairs of terms.
with a 5%–95% credible interval of 2.3°–9.1°C and a MLE value of 5.2°C.

In our framework, limiting model fitting to temperatures from 1850 to 1950 results in a posterior temperature distribution with too much cooling between 1950 and 1980, followed by too much warming (Figs. 4a,b). That is, increased aerosol precursor emissions between 1950 and 1980 cause excessive cooling, and a plateau in emissions after 1980 unmasks the high climate sensitivity and produces excessive warming relative to observations. We infer that the temporal evolution of aerosol precursor emissions and temperature post-1950 results in a reduced capacity for aerosol forcing and sensitivity to trade off against each other in explaining temperature trends.

Previous studies have also pointed to the important role of differences in the post-1950 evolution of aerosol forcing and temperature trends. In the GFDL Global Atmosphere and Land Model AM4.0/LM4.0 (Zhao et al. 2018) and DOE ESM Coupled Model version 1 (Golaz et al. 2019), strongly negative \( F_{aer} \) and high climate sensitivity led to mismatches between modeled and observed temperatures. In particular, these models simulated reduced warming in the 1960s–1980s, followed by an excessive warming trend after aerosol emissions peak around 1980. When using the Held et al. (2010) two-layer energy balance model to emulate their coupled model temperature response, Golaz et al. (2019) found it necessary to reduce \( F_{aer} \) from \(-1.65 \text{ W m}^{-2}\) to approximately \(-0.8 \text{ W m}^{-2}\) and ECS from 5.3° to 2.7°C in order to improve the fit of modeled to observed temperatures, qualitatively in keeping with our findings.

c. Increased internal or observational variability

The treatment of low-frequency internal variability was highlighted by Forest (2018) as a key open issue for constraining \( F_{aer} \). Indeed, an important difference in foregoing inverse model studies that obtained a lower bound around \(-2.0 \text{ W m}^{-2}\) appears to be the fact that they allow for more low-frequency internal variability or observational error (e.g., Aldrin et al. 2012; Skeie et al. 2014, 2018). We examine how the lower bound of \( F_{aer} \) depends on the specification of the variance of internal variability \( \sigma^2_{int} \) and its autocorrelation \( \rho \). An increase in \( \rho \) is motivated by the appearance of greater decadal autocorrelation than would be expected if temperature variations followed an AR1 process (e.g., Vyushin and Kushner 2009; Laepple and Huybers 2014), and that observational products show temperature trends that lie outside the range of temperature variability simulated by coupled models in historical runs (e.g., Zhou et al. 2016; Coats and Karnauskas 2017; Hegerl et al. 2018; Parsons et al. 2020).

One means to obtain an estimate of the autocorrelation of low-frequency internal variability is to calculate the AR1 coefficient \( \rho \) from global-mean, detrended temperature time series from 39 CMIP6 coupled model control runs using 10-yr block-averaged temperatures. From block-averaged temperatures, we obtain a mean AR1 coefficient of 0.33 across the 39 simulations. This value implies a mean annual AR1 coefficient of 0.90, where \( \rho_{\text{annual}} = (\rho_{\text{block}})^{1/n} \) and \( n \) is the number of years in the block. We obtain a 5th percentile of \( F_{aer} \) equal to \(-1.7 \text{ W m}^{-2}\) (MLE \(-1.1 \text{ W m}^{-2}\)) for 2000–10, or \(-1.6 \text{ W m}^{-2}\) (MLE \(-1.0 \text{ W m}^{-2}\)) for 2010–19 after increasing \( \rho \) from 0.5 to 0.90 and doubling innovation variance \( \sigma^2_{int} \) from its CMIP6 ensemble mean value of 0.019° to 0.036°C² (Figs. 4c,d). Increasing innovation variance to 0.037°C² is within the range simulated by 39 CMIP6 control simulations, which have a maximum value of 0.060°C². These modifications increase the variance of the AR1 process fivefold, where variance is \( \sigma^2_t(1 - \rho_{\text{annual}}) \).

Similar to increased internal variability, representing greater error in observations also permits for a more negative lower bound on \( F_{aer} \) (Figs. 4e,f). In particular, low-frequency observational errors in sea surface temperatures could occur at the multidecadal time scales of instrumentation changes (Chan et al. 2019). We add AR1 observational error, similar to the term for internal variability in Eq. (3), with observational error variance estimated as the offset between modeled and observed temperatures between 1936 and 1948, which has a mean of 0.14°C, or 0.02°C² (e.g., Fig. 2a). If we assume this variance of 0.02°C² and an AR1 coefficient of 0.9, independent of increasing internal variability, we obtain a 5% \( F_{aer} \) lower bound of \(-1.6 \text{ W m}^{-2}\) for 2000–10, or \(-1.5 \text{ W m}^{-2}\) for 2010–19. Estimating bounds using both increased internal variability and observational error leads to a MLE of \(-1.2 \text{ W m}^{-2}\) and 5% lower bound on \( F_{aer} \) of \(-1.9 \text{ W m}^{-2}\) for 2000–10, or \(-1.8 \text{ W m}^{-2}\) for 2010–19 (Figs. 4e,f).

d. Ocean heat content

Ocean heat content observations could, conceivably, further constrain \( F_{aer} \). The covariance between \( F_{aer} \) and ocean heat uptake noted in previous work (e.g., Forest et al. 2002; Forest 2018) argues for inferring both jointly. Skeie et al. (2014) and Johansson et al. (2015) state the importance of ocean heat content observations, yet other studies find that incorporating these observations only weakly constrains climate sensitivity (Knutti et al. 2002; Aldrin et al. 2012) and is influenced by the data source, depth covered, and observational uncertainties (Sokolov et al. 2010).

To explore whether additional constraints on \( F_{aer} \) can be obtained from ocean heat content observations, we compare the top-of-atmosphere radiative imbalance predicted by our climate response model with the radiative imbalance estimated from observed ocean heat content estimates. The Proistosescu and Huybers (2017) model that we build upon predicts the global net top-of-atmosphere radiative imbalance \( N_{\text{forced}}(t) \) as the difference between net forcing \( F_{aer} \) and the radiative response to forcing,

\[
N_{\text{forced}}(t) = F_{aer}(t) - \sum_{n=1}^{3} \lambda_n T_n(t),
\]

where \( T_n(t) \) is given by Eq. (1), and \( \lambda_n \) is the radiative feedback associated with each mode of the response. Values of \( T_n(t) \) are drawn from our posterior distribution, and values of \( \lambda_n \) are the median radiative feedback coefficients from Proistosescu and Huybers (2017) that were obtained by fitting to CMIP5 simulations.

We compare our results to the top-of-atmosphere radiative imbalance implied by the full-depth ocean heat uptake.
Fig. 4. Posterior estimates of temperature and forcing from various scenarios. (a),(b) Only using data from 1850 to 1950 results in a MLE (solid black line) that predicts warmer temperatures after the 1990s (dashed black line) than observed (red line). Constraining the model to the 5th percentile of aerosol radiative forcing (solid blue line) leads to excessive cooling between 1950 and 1990, followed by stronger warming than observed (dashed blue line). Aerosol radiative forcing is both more negative and more uncertain relative to using the full period (Fig. 2). (c),(d) Increasing the variance of internal variability by a factor of 5, and (e),(f) additionally including similar low-frequency observational error, leads to larger credible intervals. Posterior credible intervals are shown at 50% (dark gray) and 90% (light gray) coverage. Observed and simulated temperatures are referenced to an 1850 baseline. (g) Modeled top-of-atmosphere radiative imbalances (black line) using the median values of CMIP5-inferred radiative damping parameters $\lambda_n$ in Eq. (7). Radiative imbalances are estimated from ocean heat content estimates Zanna et al. (2019) divided by 0.9. (h) As in (g), but after increasing radiative damping [i.e., $\lambda_n$ in Eq. (7)].
estimates of Zanna et al. (2019), after dividing ocean heat uptake rates by 0.9, under the assumption that 90% of Earth’s energy imbalance is absorbed by the ocean (von Schuckmann et al. 2020). Uncertainties remain, however, regarding how heat uptake is partitioned among the upper and lower ocean, atmosphere, cryosphere, and land system (e.g., Hansen et al. 2005; Cheng et al. 2017).

Comparison of our maximum likelihood estimate of the top-of-atmosphere radiative imbalance against the implied estimate from Zanna et al. (2019) indicates a mismatch in the 1940s and after 1980 (Fig. 4g). Given that the ocean heat uptake estimated by Zanna et al. (2019) is based upon propagating SSTs into the ocean interior, the mismatch in the 1940s may be the result of SST errors during this time period (Cowtan et al. 2018; Chan and Huybers 2021). The fact that our model produces a larger top-of-atmosphere radiative imbalance than estimated by Zanna et al. (2019) after 1980, however, suggests that the recent rate of planetary heat uptake is poorly fit with climate response parameters estimated from the CMIP5 simulations.

For the median CMIP5 $\lambda_n$ parameters, the MLE of the radiative imbalance from 2006 to 2019, referenced to an 1870 baseline, is 1.16 W m$^{-2}$ (0.45–1.94, 5%–95% credible interval). Sherwood et al. (2020), however, report a MLE of the radiative imbalance of 0.80 W m$^{-2}$ (0.55–1.04, 5%–95% credible interval) for 2006–18. Discrepancies in $\lambda_n$ are also found in recent work suggesting that coupled GCMs exhibit too little radiative damping relative to GCMs forced with observed SSTs (Zhou et al. 2016; Sherwood et al. 2020). The radiative response to forcing is defined by the second term in Eq. (7), $R = \sum_{n=1}^{nT} \lambda_n T_n(t)$, and a too small $R$ leads to an overestimate of the top-of-atmosphere radiative imbalance.

As a heuristic example, we increase $\lambda_n$ from their CMIP5-fit values of $\lambda_1 = 1.6, \lambda_2 = 1.4, \lambda_3 = 0.8$ W m$^{-2}$ C$^{-1}$ to $\lambda_1 = 2.2, \lambda_2 = 1.8,$ and $\lambda_3 = 0.8$ W m$^{-2}$ C$^{-1}$, increasing the net feedback over the historical period from $-1.45$ to $-1.95$ W m$^{-2}$ K$^{-1}$, consistent with a $\Delta x = 0.5$ W m$^{-2}$ K$^{-1}$ mean bias between coupled simulations and simulations prescribed with observed SST patterns (Sherwood et al. 2020). Increased radiative damping decreases the predicted top-of-atmosphere radiative imbalance and increases consistency with ocean heat uptake estimates (Fig. 4h), with MLE radiative imbalance becoming 0.71 W m$^{-2}$ (from $-0.02$ to 1.54 5%–95% credible interval).

We are thus concerned that biases in simulated radiative damping and planetary heat uptake over recent decades implies that emulators trained on coupled models are similarly biased. Specifically, the discrepancy between the observed planetary heat uptake and net top-of-atmosphere radiative imbalance from coupled models can be thought of as a “ghost forcing.” Experiments with prescribed SSTs suggest that this ghost forcing is due to historical SSTs causing a stronger radiative damping and more negative cloud feedback than SSTs in coupled models (Zhou et al. 2016). An inversion with priors informed by coupled models, however, can erroneously attribute this ghost forcing to more negative radiative forcing $F_{\text{aer}}$. We speculate that the weakened radiative damping in coupled models leads to inferences of $F_{\text{aer}}$ that are biased low when attempting to fit to recent planetary heat uptake. Indeed, a recent paper by Smith et al. (2021) using emulators trained on coupled models finds that the MLE value of $F_{\text{aer}}$ becomes more negative by 0.2 W m$^{-2}$ when also fitting planetary heat uptake. In our formulation, the uncertainties in radiative damping are encapsulated in uncertainties in $\lambda_n$. Given the lack of independent observational constraints on the true radiative damping and uncertainty about whether recent SST patterns that cause more negative feedbacks are forced or unforced (Andrews et al. 2018; Sherwood et al. 2020), we conclude that ocean heat content data at present do not offer robust additional constraints on $F_{\text{aer}}$. We also note that trends in ocean heat content prior to the 1950s have potentially important uncertainties, particularly in the deep ocean (Gebbie and Huybers 2019).

e. Reconciling our estimates with foregoing aerosol forcing lower bounds

Our alternate 2000–10 5% aerosol forcing lower bound of $-1.7$ W m$^{-2}$ when including a factor of 5 increase in internal variability is similar to previous finding of a 5% lower bound of $-1.7$ W m$^{-2}$ by Aldrin et al. (2012) and Skeie et al. (2014), or a $-1.8$ W m$^{-2}$ lower bound by Skeie et al. (2018). These studies reference their lower bounds to a baseline around 2010, such that our 2000–10 is comparable. These foregoing studies used a different model setup than our analysis—for example, including hemispheric temperatures—making it difficult to directly compare the magnitudes of observational error allowed for in foregoing studies, but their specified uncertainties were substantial. Aldrin et al. (2012) specifies AR1 coefficients ranging from 0.5 to 0.9 and hemispheric standard deviations of $0.5^\circ$–0.6°C, as well as AR1 model error and a representation of internal variability based on the Southern Oscillation. The posterior distribution of $F_{\text{aer}}$ obtained by Aldrin et al. (2012) is nearly identical to their $F_{\text{aer}}$ prior distribution from AR5, implying that their observations provide little further constraint on $F_{\text{aer}}$. Skeie et al. (2014, 2018) use a similar approach but also include an autoregressive order three process, i.e., AR3, representing long-term internal variability estimated from long, coupled model control simulations.

A recent study by Smith et al. (2021) uses a similar framework to ours and obtained a 2019 maximum likelihood estimate of $-0.9$ W m$^{-2}$ and 5% aerosol forcing lower bound, referenced to 1750, of $-1.6$ W m$^{-2}$ (their Table S4), compared to our MLE of $-0.85$ W m$^{-2}$ and 5% lower bound of $-1.3$ W m$^{-2}$. They use the same aerosol forcing model as in Eq. (4) and a simple emulator for the temperature response to forcing. We hypothesize that three methodological differences account for the approximately 0.3 W m$^{-2}$ discrepancy in the 5% lower bounds in their and our estimate: the use of ocean heat uptake observations, the treatment of observational error, and the treatment of internal climate variability. First, regarding ocean heat uptake, Smith et al. (2021) provide an estimate of aerosol forcing lower bound solely based on observed temperatures, with a MLE of $-0.80$ W m$^{-2}$ and a less negative lower bound of 2019 aerosol forcing of $-1.4$ W m$^{-2}$. Second, we use time-resolved observational error from HadCRUT4, whereas Smith et al. (2021) use a time-mean value of 0.01°C$^2$. Repeating our inversion with a fixed observational error of 0.01°C$^2$ lowers the 2019 5% lower bound by 0.1 W m$^{-2}$ to $-1.4$ W m$^{-2}$. These two
factors already bring our lower bound in line with the Smith et al. (2021) lower bound. Differing treatment of internal variability can further explain differences in the lower bounds. Smith et al. (2021) draw realizations of internal variability from detrended CMIP6 preindustrial control global mean temperature anomalies. We first fix internal variability at the CMIP6 ensemble mean value and in section 4c show that increasing variability by a factor of 5 relative to this CMIP6 mean yields a 2019 5% lower bound of $-1.6 \text{ W m}^{-2}$, more negative than the Smith et al. (2020) lower bound when they exclude constraints based on ocean heat uptake.

5. Conclusions

We find that an extension of the Stevens (2015) aerosol forcing model [Eq. (4)], also recently used by Smith et al. (2021), emulates global-annual historical variations in aerosol radiative forcing simulated by 10 state-of-the-art general circulation models. Simulations include contributions from rapid tropospheric adjustments, such as the cloud lifetime effect, and spatial variability in aerosol emissions. The root-mean-square residual between each simulation of global aerosol radiative forcing and a least squares fit using Eq. (4) has a mean value of 0.09 W m$^{-2}$ when the global-annual sulfur dioxide, black carbon, and organic carbon aerosol precursor emissions used in each simulation are prescribed. Furthermore, using a simple aerosol forcing model that emulates the time history of aerosol forcing in CMIP6 models together with parametric uncertainty estimated using a Bayesian framework affords greater flexibility than previous approaches that rely upon rescaling aerosol forcing from GCM simulations (e.g., Padilla et al. 2011; Aldrin et al. 2012; Schwartz 2018).

Our analysis supports a lower bound on $F_{\text{aer}}$ that is closer to $-1.0$ than to $-2.0 \text{ W m}^{-2}$. Specifically, we obtain a 95% credible interval on $F_{\text{aer}}$ between 2010 and 2019 from $-1.3$ to $-0.50 \text{ W m}^{-2}$, despite ECS being broadly uncertain with a 95% credible interval from 1.8 to 6.1°C. Paleoclimate and process-based constraints elsewhere were argued to yield a tighter upper bound on climate sensitivity than do inferences based on ocean heat uptake. There are several avenues open for improving empirical constraints on $F_{\text{aer}}$. One approach is to test our inference methodology within the context of general circulation model simulations. Temperatures simulated in response to various aerosol emissions and nonaerosol radiative forcing scenarios could be incorporated into our Bayesian methodology to infer $F_{\text{aer}}$ and results compared against simulated values. Better quantifying uncertainty associated with low-frequency natural variability and observational error, presently not well characterized in GCMs and SST datasets, would also improve our ability to rule out extreme values of $F_{\text{aer}}$. Ocean heat uptake data cannot, at present, be used as an independent constraint on $F_{\text{aer}}$ because radiative damping and net radiative forcing compensate in explaining observed variability in the historical top-of-atmosphere radiative imbalance. Improving the characterization of radiative feedback terms would allow for stronger constraints on $F_{\text{aer}}$ from ocean heat uptake data. Further development of a Bayesian methodology to improve estimates of radiative feedbacks, low-frequency internal variability, and observational error should help narrow the stubborn bounds on aerosol radiative forcing.
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